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ABSTRACT
The foreign direct investment (FDI) flow has brought a huge attention when comes to the overall economy condition for a country. Over the years, quality of institutional factor is always the first priority to investors. We proposed this study is to determine the impact of institutional factors toward FDI flow in poor countries. We have tested the relationship of institutional factors and FDI in 15 International Development Association (IDA)-supported countries ranging from year 2006-2013. We used Country Policy and Institutional Assessment (CPIA) Business Regulatory Environment Rating, CPIA Financial Sector Rating and CPIA Fiscal Policy Rating as independent variables while FDI as the dependent variable. According to two-step System GMM model, we identified that CPIA Financial Sector Rating and CPIA Fiscal Policy Rating had significantly positive impacts on FDI. However, CPIA Business Regulatory Environment had an insignificant negative result. Thus, we concluded that government and policymakers should focus on creating a prudent fiscal policy and improve financial sector to obtain higher CPIA ratings and attracting FDI inflow.
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INTRODUCTION
Since the late 1990s, the economic development has been emphasized on institutional quality as a key factor of cross-country differences in both growth rates and income per capita. “Institution is defined as the humanly devised constraints or rules of the game that structure political, economic and social connection”- Tun, Azman and Law; (2012). Institution was a structure that bear a country’s economy, it affected the security of property rights, prevalence of corruption, distorted or extractive policies. It also directly influenced the incentive of investment in basic institutional factors. For instance market size, productivity, and institutional development, labour expenses were imperative to generate FDI flows. On the other hand, Foreign Direct Investment (FDI) has turned into the primary financial support to developing countries. During 1996 to 2006, trade of goods and services were globally went up by 8% while the net inflow of FDI increased by 19%. However, the benefits of FDI were not spread similarly across countries. Most of the FDI flow were between the rich countries regardless of the availability of cheaper labour in developing countries. The least developed countries attracted only 2% of all FDI, according to Buchanan, Le and Rishi; 2012. Moreover, FDI related issues enlarged beyond liberalization of economies. After the financial crisis such as Asian financial crisis in 1997, many countries have began to enhance their institutional policies, arrangements and legislation in order to draw in FDI. In addition, economists have proved the significance of good quality domestic institutions may have impact...
on growth rates and income per capita of cross counties. Besides, based on the various empirical reviews which claimed a positive effect of institutional quality towards FDI flow, hence, economy was boosted when countries executed favourable policy and projects (Adhikary 2011, Azam 2010). For example, countries that incorporate in TPPA and One Belt One Road (OBOR) can actually brought down the trade barrier and attracted more FDI. Moreover, a report had also highlighted the importance of enabling institutional environment in obtaining the maximum benefits from FDI was remain important (OECD, 2002). Structure of the institution was vital. A country might suffer losses or failed to attract FDI if the structure of the institution was not well-managed. For instance, structural institutional reforms took place in Russia. However, the yearly FDI flows to Russia remained below $3 billion, which is much less than China’s monthly’s FDI flow, (Buchanan, Le and Rishi; 2012). This was due to the flawed institutional infrastructure in Russia, thus led to a slowdown in economic and investment growth.

On the other hand, we have examined the impact of institutional factors such as Country Policy and Institutional Assessment (CPIA) variables and FDI. CPIA rated countries against a set of 16 criteria grouped in four clusters: (a) economic management; (b) structural policies; (c) policies for social inclusion and equity; and (d) public sector management and institutions. Firstly, economic management characterized as administration of finance, income and consumption of a community, business organization or economy of a country. The example of economic management was macroeconomic management. Macroeconomic management was defined as the monitoring and formulation of macroeconomic policies which includes the issue that relating to investigation and projection of the four core macroeconomic sectors. For example, real sector, monetary sector, fiscal sector and external sector. Besides, there was subsequent policies in macroeconomic management, such as debt policy, regional integration and other relevant part of the procedure.

Macroeconomic management in real sector was a management that dealing with total output of a country, for instance, output in agricultural, industry and services sector. Additionally, macroeconomic management in the real sector attempted to reveal changes in these aggregates and to guide policymakers in pursuit the economic objectives and ways to approaches to the unforeseen changes in the economic condition.

On the other hand, the macroeconomic management in fiscal policy sector was to analyse the implications of public expenditure due to the public expenditure influenced both aggregate supply and aggregate demand. The greater part of this investigation helped government to provide an appropriate duty policy or a superior allocation of budget among the sectors or government institutions. Besides, macroeconomic management in fiscal policy likewise included with aggregate domestic income, aggregate grants and expenditure and net lending.

Aggregate domestic income was included all the non-repayable receipts aside from grants. In addition, aggregate grants were a sort of facilities or subsidies that provided by government to their citizens. It also be defined as the unrequited receipts from multilateral institutions and respective donors. Moreover, expenditure and net lending were referred to the public expenditure which represents the cost of government’s spending in activities involved the adjustment of wages and salaries, interest payments, goods and services, subsidies and transfers and capital expenditures.
Secondly, structural policies referred to a set of economic policy reforms imposed on developing countries as a condition for requested loan. It made adjustments by referred to privatization and deregulation. Furthermore, a few implementation must be carry out by the countries before requesting loan from International Monetary Fund(IMF). For instance, government of a certain country is encourage to privatize their state owned industries and deregulation of markets in order to encourage market rivalry. In addition, structural policy also comprised a program named Structural Adjustment Programme (SAP). SAP was a programme which offered loan from International Monetary Fund (IMF) to countries that experienced economic crisis. SAP also designed to reinforce country’s foreign direct investment by eliminating the trade and investment regulations. Hence, it boosted up the foreign exchange earnings by emphasizing exports and reducing government deficits through cuts in government spending. Furthermore, SAP also acted as a programme to evaluate the institutional factors of a country through a few ways. It measured the abolishing food and subsidies of agricultural of a country in order to reduce the government expenditures. Besides, liberalization of trade and investment and high interest rates were taken into consideration by SAP in order to help country to generate more FDI. SAP likewise measured effect of the cutting of social programme in the areas of health, education and civil services of a country. Lastly, privatization of government-held enterprises as mentioned as above also be taken into account by SAP.

Thirdly, policies for social inclusion and equity were created to combat poverty and vulnerability by promoting labour market efficiency and social equality. For instance, gender equality, building human resources and social protection. As for gender equality, it was known as the sexual equality in labour market, education and society. Building human capital referred to the impact of national policies and private sector service on quality of health. Lastly, public sector management and institutions were managed by country itself and upgraded of the business processes of public enterprises. This included the incorporate with management of property rights, governance and corruption management of the public sector.

In this thesis, we have selected CPIA ratings as institutional factors. Next, countries were given ratings according to a scale of 1 to 6 for each of the 16 criteria. The scores of the institutional factor were depended on the performance in a given period of time, which was one year. Moreover, this thesis focused on how institutional factors influence FDI flows across countries.

As mentioned in the research background, most investors preferred investing in wealthy nation. Hence, it reduced the amount of FDI flow into the slowest growing nation or least developed country. According to Bonnie, Quan and Meenakshi (2011), the poorest and least developed nations were only managed to attract 2% of FDI. Thus, a question raised whether poor countries are able to attract FDI. In other word, we have discovered majority of the studies stated that institutional factors could affect FDI flow. However, some studies proved that FDI was insensitive to institutional factors. For instance, Daude and Fratzscher (2008) and Daude and Stein (2007) claimed that FDI was less sensitive to corruption, while Arbatli (2011) also proved that domestic conflict and political instability have no any influence to FDI flows. Thus, the impact of institutional factors toward FDI remained inconclusive.

This study was to examine the impact of institutional factors to FDI. Specifically, this study was conducted to examine the impact of CPIA Business Regulatory Environment Rating, CPIA
Financial Sector Rating and CPIA Fiscal Policy Rating towards FDI.

2. LITERATURE REVIEW

Law, Saini and Ibrahim (2013) has conducted tests to identify whether institutions threshold existed in financial development and growth with data from 85 countries ranging from year 1980 to 2008. The result has revealed that significant institutions threshold did existed in the financial development-economic growth nexus. However, financial development has an insignificant effect on growth when institutional quality is below the threshold. The empirical results suggested that low quality institutions environment would hinder an economy from exploiting the benefits of financial development on economic growth.

Law and Demetriades (2006) has done a research to prove that openness and institutions are vital factors of financial development. The dataset of the study was collected from 43 developing countries between 1980 and 2001 via dynamic panel data techniques. The result has suggested that institutional quality is a robust and statistically significant determinant of financial development.

Christian and Marcel (2006) has identified that FDI inflow was not sensitive to institutional factors. However, portfolio investment is the most sensitive to the quality of institutions. The study was based on data from 77 developed and developing countries. According to these journals, we identified that impact of institutional factors on economies existed but it may vary from one country to another. The journals we reviewed only studied on developing and developed countries. Thus, the impact of institutional factors on FDI flow in developing and least developed countries remain unsure.

Chee and Nair (2010) has conducted a study to identify whether financial sector development is a significant prerequisite for FDI. Static Panel model has chosen to reveal the relationship between FDI, financial sector development and economic growth. Data were collected from 44 Asia and Oceania countries between 1996 and 2005. The test result has shown that financial sector development was important for FDI to facilitate economic growth, especially for developing and under-developed economies. From this journal, we identified that financial sector has affected FDI flow. Thus, it was added into our estimation as it was important for developing and least developed countries.

Azam and Khan (2011) has carried out research on secondary data from 1981 to 2007 in Pakistan regarding the impact of public debt on FDI. The test results found that public debt hindered FDI flow into Pakistan. Thus, public debt have to be organized properly to exploit the maximum benefits of FDI in Pakistan. A study by Cleeve (2004) has proved the use of fiscal incentives to attract FDI was effective. The study was conducted based on data from 16 Sub-Saharan Africa (SSA) countries in year 1990-2000. The result revealed that tax concessions has a negative but significant relationship with FDI flows. Besides that, the study has highlighted that low level of corruption and FDI policies are important in attracting FDI into the countries. According to the journals, we identified that debt and tax management had influenced FDI inflow to developing and least developed countries as Pakistan and some Africa countries were supported by IDA. Thus, it was added into our estimation for further study.

Zhang (2007) has studied the result of business regulations on FDI with data from 12 source countries to 64 host countries in year 2000. The study has revealed a threshold effect in the
relationship between FDI inflows and regulatory cost. When a host country’s regulatory costs are sufficiently low, a further drop in regulatory costs may not affect FDI, in fact, may even decrease FDI inflows. However, beyond some threshold, FDI inflows significantly rise as the regulatory costs fall. According to the journal, we identified that business regulation did impact on FDI flow. However, the journal we reviewed was a study on developing and developed countries. Thus, business regulation was taken into account for a further study to see whether it has impact on FDI flow in developing and least developed countries.

3. METHODOLOGY
This research studies the impact of institutional factors on foreign direct investment. The institutional factors we have chosen are CPIA business regulatory environment rating, CPIA financial sector rating and CPIA fiscal policy rating. All of these factors are rated from 1 to 6. Higher ratings can be obtained by a country with a policy and institutional framework that more strongly encourage growth and poverty reduction. Both CPIA fiscal policy rating and CPIA financial sector rating were categorized as criteria for economic management, while CPIA business regulatory environment rating were categorized as criteria for structural policies. These CPIA ratings reflected the performance of IDA-supported countries. Panel data of the selected countries are collected from World Bank Database and International Development Association (IDA). We have randomly pre-selected 20 developing countries and least developed countries where the sample period cover from 2006 to 2013 which provided the most complete information as compare to other period in each of the country. There will be 10 developing countries and 5 least developed countries that used to identify the impact of institutional factors toward FDI flow. The 15 selected countries are as follow:

<table>
<thead>
<tr>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
<th>D9</th>
<th>D10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia</td>
<td>Bosnia and Herzegovina</td>
<td>Ghana</td>
<td>Honduras</td>
<td>India</td>
<td>Pakistan</td>
<td>Sri Lanka</td>
<td>Vietnam</td>
<td>Uzbekistan</td>
<td>Zimbabwe</td>
</tr>
<tr>
<td>D11</td>
<td>D12</td>
<td>D13</td>
<td>D14</td>
<td>D15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cambodia</td>
<td>Mozambique</td>
<td>Nepal</td>
<td>Nigeria</td>
<td>Uganda</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1 Panel Data and Model
Panel data is used because, first, panel data was strongly accurate in inferencing the model parameters. Panel data usually contained more sample variability and degrees of freedom by differentiating with cross-sectional data which actually viewed as a panel with \( T = 1 \), or time series data which viewed as a panel \( N = 1 \). Hence, it enhanced the efficiency in estimating the econometric model. Second, panel data deliver a greater volume in capturing the complexity of human behaviour than a single cross-sectional data or time-series data. Thus, hypotheses that consisted of complicated behavioural can be constructed and investigated by using panel data. Third, panel data has simplified the statistical inference and computations in the economic model. Under an ordinary condition, people may expect the computation of panel data estimator was more complicated than a single-cross sectional or time series data. In contrast, panel data can actually rearrange the computation and inference in some specific situation. Fourth, panel data also controlled the impact of omitted variables in economic model. It was happened that some estimation was unable to be detected due to disregarding the effects of particular variables in the model specification which were correlated with the explanatory variables. It also contained statistics on both the intertemporal dynamics and individuality of the entities, this allowed one to manipulate the result of missing variables. In this case, intertemporal dynamics was introduced to describe the relationship between the variables in past, present and future events or conditions. Hence, the impact of omitted variables in economic model can be eliminated. Fifth, by learning the repeated cross section of observations, panel data was more qualified to use in examine the dynamics of change. (Gujarati & Porter 2009). The model is

\[
\text{lfdi}_{it} = \beta_0 + \beta_1 \text{CPIA02}_{it} + \beta_2 \text{CPIA07}_{it} + \beta_3 \text{CPIA08}_{it} + \mu_{it}
\]

where The dependent variable lfdi that we tested is logged foreign direct investment and the independent variables (X) that we test are CPIA02, CPIA07 and CPIA08 are business regulatory environment rating, financial sector and fiscal rating respectively. The symbol of \( \beta_0 \) is defined as constant and \( \mu_{it} \) is an error. The symbol of it defines that panel data that we run in this research.

Next, Phillip-Perron (PP) and Levin, Lin & Chu Test (LLC) test was carried out to identified the null hypothesis on a time series which integrated or order 1. In the view of Gujarati & Porter (2009), one approach to estimate a pool regression was to reduce the fixed effects in the model. Fixed Effect model (FE) investigated the connection between outcome variables and predictor within an entity. Each entity had its own individual characteristics that may or may not influence the predictor variables. In addition, FE assumed that the individual may have a few impacts or bias toward the predictor or outcome of the variables. In this case, manipulation or elimination must be carry out in order to bring down the impacts or bias that created by individual. Furthermore, FE likewise removed the effect of time-variant characteristics in order for us to evaluate the net effect of the predictor on the outcome variables. The important assumption of FE model was time-invariant characteristics which are unique to the individual, and they should not to be correlated with other individual characteristics. Besides, each entity was not the same as each other, therefore the error term and constant of the entity should not be correlated with each other. However, if the error terms are correlated, then FE was no longer appropriate. This was because the inferences may not be correct and it might need to use random-effects model to investigate the relationship of the entities. The equation of fixed effects model is:

\[
\text{lfdi}_{it} = \beta_0 + \beta_1 \text{CPIA02}_{it} + \beta_2 \text{CPIA07}_{it} + \beta_3 \text{CPIA08}_{it} + \mu_{it}
\]

http://ijbmer.org/
Yit = β1Xit + αi + uit

where αi (i=1….n) represent the unknown intercept of each entity. (n entity-specific intercepts.). Yit represent the dependent variable: i = entity and t = time and Xit represent one independent variable (IV). β1 represent the coefficient for that independent variable. Lastly, uit represent the error term in the model.

According to Oscar (2007), random effects include time invariant variables. Random effects assumed that the entity’s error term was not correlated with independent variables which allowed for time invariant variables to play as role as explanatory variables. In random effects, individual characteristics that may or may not influence the independent variables have to be specified. Random effects allowed generalize the inferences beyond the sample used in the model. The equation was as follow:

Yit = βXit + α + uit + εit

Hausman test was a test used to determine the appropriate model between FEM and REM in which developed by Jerry Hausman in 1978. The null hypothesis in this test was unique errors were not correlated with the independent variables. The rejection of null hypothesis means that REM was not suitable and the use FEM was better off.

Finally, the estimation used in this study was the Generalized Method of Moments (GMM) estimators proposed by Hansen (1982) and Hansen and Singleton (1982). Under this method, difference GMM and system GMM was used for the econometric analysis of dynamic economic relationships in panel data. GMM was used to account for serial correlation, heteroscedasticity and for solving any endogeneity problem.

4. FINDINGS

4.1 Panel Unit Root Test

Table 1 showed different results in LLC and PP test. At level form, the variables in LLC test was mostly significant at α=0.01 level. For instance, CPIA Business Regulatory Environment Rating and CPIA Financial Sector Rating. However, there was only one variable is not significant, which was CPIA Fiscal Policy Rating. Moreover, as for PP test in level form, only one variable was significant at α 0.01 level, which was CPIA Business Regulatory Environment Rating. The majority of the variables in PP test were insignificant.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Levin, Lin &amp; Chu t*</th>
<th>PP - Fisher Chi-square</th>
</tr>
</thead>
</table>

At first difference, all the variables in LLC test were significant at α 0.01 level. Moreover, as for PP test, the majority of the variables were significant at α 0.01 level, only one variable was significant at 0.05 level, which was CPIA Business Regulatory Environment Rating. In conclusion, we concluded that the variables that tested by Panel Unit Root Test in first difference were more accurate and significant.
Table 1: Panel unit root test
Note: *, ** & *** represented the significant at 10%, 5% and 1% respectively.

<table>
<thead>
<tr>
<th>Level</th>
<th>CPIA Business Regulatory Environment Rating</th>
<th>CPIA Financial Sector Rating</th>
<th>CPIA Fiscal Policy Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>-6.60542***</td>
<td>-4.46930***</td>
<td>-1.19755</td>
</tr>
<tr>
<td>Level</td>
<td>33.2546***</td>
<td>18.8137</td>
<td>8.67792</td>
</tr>
<tr>
<td>Level</td>
<td>-6.26263***</td>
<td>-9.37629***</td>
<td>-9.50967***</td>
</tr>
<tr>
<td>Level</td>
<td>31.0051**</td>
<td>60.1647***</td>
<td>57.6797***</td>
</tr>
</tbody>
</table>

4.2 Static Panel Model and Dynamic Panel Model
The Table 2 showed the overall results we gathered throughout the study. In column (1), POLS estimation model showed that only CPIA08, CPIA fiscal policy rating was statically significant. CPIA07 in POLS had a negative coefficient which oppose to the result from the study by Chee and Nair (2010). In column (2) and (3), all variables in FE an RE models had positive coefficient. However, none of the variables were significant. Pooled regression assumed that the coefficients that include the intercept were the same for all the individuals. It was a major problem as it did not distinguish between the various countries. The individually that may exist among these countries were not considered in the model. Lastly, there were unobservable time effect in pooled regression which any specific event or incidents occur in different time. Thus, the model could estimate with random effect or fix effect.
Hausman test was carried out to determine which model was more appropriate for our study purpose. Rejecting the null hypothesis (Ho) in Hausman test implied that Fixed Effect Model (FEM) was preferable. If null hypothesis was not rejected, Random Effect Model (REM) was preferable. The probability value we have obtained is 0.8177. Thus, null hypothesis was not rejected and REM was preferable. The probability value we had obtained is 0.8177. Thus, null hypothesis was not rejected and REM was preferable.
Column (4) and (5) showed that result of Difference GMM and System GMM. In order to identify which GMM model was more suitable, Arellano-Bond test and Sargan test were used. The Arellano-Bond test for AR(1) in first difference and AR(2) had a null hypothesis of no autocorrelation and applied to the differenced residuals. The probability value was 0.151 and 0.299 respectively. Thus, failed to reject null hypothesis. As for the Sargan test of overidentifying restrictions, it had a null hypothesis of the instruments as a group were exogenous. The probability value obtained was 0.591. Thus, failed to reject null hypothesis. Hansen test of overidentifying restrictions hade probability value of 0.687. Thus, failed to reject H₀ too. Difference in Hansen/Sargan test between Difference GMM and System GMM was...
conducted to test where the null hypothesis was lagged differences of the explanatory variables were uncorrelated with the residuals. The probability given was 0.89. Therefore, two-step system GMM was more significant as compared to two-step difference GMM. In System GMM, CPIA financial sector rating had positive coefficients and significant at 10%. On average, an increase of 1 unit of CPIA financial sector rating increased ln FDI by 0.59, holding other variables constant. This was consistent with the finding from Yen Li and Nair (2010).

As for CPIA fiscal policy rating, coefficient was positive and significant at 5%. On average, an increase of 1 unit of CPIA fiscal policy rating increased ln FDI by 0.39, holding other variables constant. Besides that, lagged 1 ln FDI had a positive coefficient and significant at 1%. On average, an increase of 1 unit of lagged 1 ln FDI led to an increase of ln FDI by 0.63, holding other variables constant. However, CPIA business regulatory environment rating had negative coefficient and p-value of 0.69. Thus, it was not significant.

We concluded that CPIA financial sector rating and CPIA fiscal policy rating had significantly positive impact on FDI flow in IDA-supported countries. However, CPIA business regulatory environment rating had an insignificantly negative result. Besides that, we identified that the momentum effect of FDI flow existed in these countries.

DISCUSSION AND IMPLICATIONS

According to the previous results, CPIA financial sector rating had positive coefficients and significant at 10%. According to Yen Li and Nair (2010), financial sector development was important for FDI to contribute to economic growth. As a result, policymakers should focus on implementing beneficial policies to encourage financial sector development. As mentioned by

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) POLS</th>
<th>(2) FE</th>
<th>(3) RE</th>
<th>(4) DGMM</th>
<th>(5) SGMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>cpi02</td>
<td>0.4166</td>
<td>0.2558</td>
<td>0.2650</td>
<td>-0.3875</td>
<td>-0.0671</td>
</tr>
<tr>
<td></td>
<td>(0.3003)</td>
<td>(0.3157)</td>
<td>(0.2955)</td>
<td>(0.8590)</td>
<td>(0.1683)</td>
</tr>
<tr>
<td>cpi07</td>
<td>-0.0095</td>
<td>0.3212</td>
<td>0.2934</td>
<td>0.3806</td>
<td>0.5912*</td>
</tr>
<tr>
<td></td>
<td>(0.3164)</td>
<td>(0.2910)</td>
<td>(0.2772)</td>
<td>(0.5295)</td>
<td>(0.3407)</td>
</tr>
<tr>
<td>cpi08</td>
<td>0.7203***</td>
<td>0.1408</td>
<td>0.2192</td>
<td>0.7038</td>
<td>0.3922**</td>
</tr>
<tr>
<td></td>
<td>(0.2132)</td>
<td>(0.2460)</td>
<td>(0.2292)</td>
<td>(1.0748)</td>
<td>(0.1996)</td>
</tr>
<tr>
<td>L.lfdi</td>
<td></td>
<td></td>
<td></td>
<td>0.7413*</td>
<td>0.6291***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.4099)</td>
<td>(0.1977)</td>
</tr>
<tr>
<td>Constant</td>
<td>16.8505***</td>
<td>18.3299***</td>
<td>18.1146***</td>
<td>4.6849</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.0304)</td>
<td>(1.2495)</td>
<td>(1.2321)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Yen Li and Nair (2010), financial sector can be strengthen by implementing policies that develop human capital and maintain good governance in the sector.

The results had identified CPIA fiscal policy rating have a positive coefficient and significant at 5%. Prudent fiscal policy will have a positive impact on foreign direct investment inflow. An unwell-managed fiscal policy will lead to issues such as unsustainable public debt, fiscal cliff and declining in foreign direct investment inflow. According to Cleeve (2004), tax holidays were very important for attracting more FDI. Thus, policymakers should provide tax incentives in order to attract foreign direct investment.

Business regulatory rating was the only insignificant variable in the result. It was also the only variable which has a negative coefficient in the result. According to Zhang (2007), there was a threshold effect in the relationship between FDI and business regulations. Further regulatory-cost reductions below a certain threshold may have no effect or even a negative effect on FDI inflows. However, his study was based on data from developing and developed countries. Our result showed that business regulation has an insignificant impact on IDA-supported countries. This was probably because poor countries did not emphasise or focus on developing business regulation. They might only focus on fiscal and financial sector development.

From the result, we identified that lagged FDI had a positive relationship with FDI. This showed that the momentum effect existed. According to a study by Bellak, Leibrecht and Stehrer (2012), lagged FDI inward has a substantially positive impact on the current FDI. Besides that, Cleeve (2004) has showed that FDI policies are found to be important determinants of FDI. Thus, policymakers should focus on implementing policies that attract FDI. For example, government and policymakers should reduce barriers to foreign direct investment and political risks.

Two-step System GMM estimation was conducted to identify the relationship between institutional factors and foreign direct investment in 15 IDA-supported countries ranging from year 2006 to 2013. Institutional factors used in the study were CPIA business regulatory environment rating, CPIA financial sector rating and CPIA fiscal policy rating rated by Country Policy and Institutional Assessment. According to the result, we had concluded that CPIA fiscal policy rating and CPIA financial sector rating have significantly determining foreign direct investment inflow in these countries. However, CPIA business regulatory environment rating showed an insignificantly negative result. Thus, government and policymakers should focus on creating a prudent fiscal policy and improve financial sector to obtain higher CPIA ratings and attracting FDI inflow.

### Table 2: Pooled regression, Fixed Effect, Random Effect, Difference GMM System GMM

<table>
<thead>
<tr>
<th></th>
<th>120</th>
<th>120</th>
<th>120</th>
<th>90</th>
<th>105</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>90</td>
<td>105</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.1473</td>
<td>0.0370</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of country</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Standard errors in parentheses, *** $p<0.01$, ** $p<0.05$, * $p<0$. 
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